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Appendix A
Variables
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Appendix B 
Model Specifications
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Appendix C
Data Plots

Figure 1: The level of textile imports over time and the level of the yuan/dollar 
exchange rate over time.

As one can see in the above plots, there is a significant trend in both the 
level of imports and the level of the exchange rate over time.  This strong of 
a trend will render the estimates of the slope coefficients by OLS to be biased 
and inefficient.  Therefore, it will be necessary to transform the data in some 
way so as to remove the trend in the data.

Figure 2: The percentage change in textile imports over time and the percent-
age change in level of the yuan/dollar exchange rate over time.

After taking the first difference of the data, there seems to be much less 
of a trend in the data.  This result will be verified in Appendix D, with an Aug-
mented Dickey Fuller Test.
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Appendix D
Validity of Ordinary Least Squares Model

Before actually using OLS to estimate the regression equation, it is nec-
essary to first determine if the data has a trend or if it is stationary.  It is clear 
from looking at the plots of the data over time in Figure 1 in Appendix C, that 
the level of imports and the level of the exchange rate are both non-stationary 
in that there is a distinct, deterministic trend in the data.  By taking the log 
difference of the data, it is sometimes possible to remove a trend in the data.  
Plots of the log difference of the level of imports and of the exchange rate are 
shown in Figure 2 in Appendix C and seem to show that the trend has been 
removed from the data.  An Augmented Dickey-Fuller (ADF) test was used to 
verify this result.  

The ADF test tests the hypothesis that the data set has a unit root, or that 
it has a trend, against the null hypothesis that it does not.  The log difference in 
the imports had a calculated test statistic of -9.70.  The critical value for the test 
at the ɑ = 0.05 level of significance is -2.887 and the rejection region is given 
by t < tcrit.  Because the calculated test statistic falls in the rejection region, I 
rejected the null hypothesis at the 0.05 level of significance.  It is likely that 
the series has no unit root and there is an essentially zero probability of getting 
this test statistic randomly.  

Next, I tested the log difference of the exchange rate for a unit root.  The 
calculated test statistic for the difference in the exchange rate was -5.561.  The 
critical value for the test is -2.887.   Because the calculated test statistic falls 
in the rejection region, I rejected the null hypothesis at the 0.05 level of sig-
nificance.  It is likely that the series has no unit root and there is an essentially 
zero probability of getting this test statistic by chance. 

Since running a regression is statistically valid, OLS can be used to esti-
mate the parameters of the model.  However, one should also test whether the 
estimates generated by OLS are valid.  Many of the necessary conditions are 
determined by the residuals of the model.  The first condition is that the residu-
als must be approximately normally distributed over time.
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Figure 3: The distribution of residuals from the final model specifica-
tion.

As one can see from the above plot of the distribution of the residuals, the 
mean of the distribution of residuals over time is essentially equal to zero.  In 
checking for normality, I ran a Jarque-Bera test on the null hypothesis that the 
residuals are approximately normally distributed.  My test statistic was 0.601, 
which has a p-value of 0.740.  This means that I fail to reject the null hypoth-
esis at the 0.05 level of significance because ρ > ɑ.  It is likely that the residuals 
are approximately normally distributed.

Last, I attempted to determine if there was any correlation over time, in 
the residuals of my model, called serial correlation.  As seen by Figure 4, be-
low, there does not appear to be any trend in the residuals that would indicate 
correlation with time.  However, this conclusion must be verified statistically.

Figure 4: A plot of the residuals from the final model specification.



129The Effect of China's Exchange Rate 
Policy on U.S. Textile Imports

To test for autocorrelation, I used the Durbin-Watson test to test the null 
hypothesis that the residuals are autocorrelated against the alternative that they 
are not autocorrelated.  The Durbin-Watson statistic is compared to a range of 
values rather than a single value.  If the test statistic falls below the range of 
values, then the residuals are correlated over time, whereas if the test statistic 
falls above the range, then the residuals display no autocorrelation.  However, 
if the test statistic falls within the range, then the test is inconclusive.  An 
ideal test statistic is close to 2.    My regression had a Durbin-Watson statistic 
of 2.420. The Durbin-Watson critical values for (n=79, k=16) are dL=1.195   
dU=2.129.  Because the Durbin-Watson statistic for my model is outside of 
the upper range of the test, I reject the null hypothesis at the 0.05 level of 
significance.  It is likely that the residuals of my model are not positively au-
tocorrelated.
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Appendix E
Significance Tests

In order to test the significance of my models as a whole, I used an analy-
sis of variance test (ANOVA) to determine if the terms of each model are sta-
tistically significant as a whole.  The ANOVA tests the following hypotheses:

First, I tested my base specification, Model 1, which had a calculated F-
statistic of 0.028702.  The F-critical value at (1,115) degrees of freedom and 
the ɑ = 0.05 level of significance is 3.924.  Because , I failed to re-
ject the null hypothesis at the ɑ = 0.05 level of significance.  It is likely that the 
estimate of the slope coefficient in the base model is equal to zero.  The results 
of this test indicate that simply using the percentage change in the exchange 
rate and a constant term offer an insignificant amount of explanatory power. 

Next, I tested Model 2, which was estimated by estimating the coeffi-
cients of the consumer price indices from both the United States and China 
and the relative consumer price index with the variables in Model 1.  This 
model had a calculated F-statistic of 0.619059.  The F-critical value at (4,112) 
degrees of freedom and the ɑ = 0.05 level of significance is 2.453.  Because 

, I still failed to reject the null hypothesis at the ɑ = 0.05 level of 
significance.  It is likely that the estimates of the coefficients in the base model 
with the included price levels are jointly equal to zero.  This low F-statistic 
implies that, even controlling for the absolute price level in both countries 
and the relative price level between them, the model still has an insignificant 
amount of explanatory power.

Third, I tested the model that I would eventually use as my final model.  
In this model, in addition to the exchange rate and the price levels, I controlled 
for the inflation adjusted Chinese costs in both textiles and apparel, the infla-
tion adjusted wages in each United States textile sub-industry, the industrial 
production index of each United States textile sub-industry, the percentage 
change in personal income in the United States, and the percentage of imports 
collected in duties for each textile sub-industry.  The calculated F-statistic 
for this model jumped to 2.149.  The F-critical value at the $\alpha=0.05$ 
level of significance and (16,61) degrees of freedom is 1.8211.  Because             

, I rejected the null hypothesis at the ɑ = 0.05 level of significance.  
It is very likely that the coefficients of the model were not jointly equal to zero.  
The probability of this statistic arising by chance, or the p-value of the test, is 
0.0177, indicating a fairly low likelihood of this test being inaccurate.

Lastly, I tested a secondary theory that was mentioned in the introduction: 
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that the United States' relative scarcity of labor, compared to China, was a 
significant factor in determining the percentage change in imports.  To test this 
theory, I introduced the United States' employment in each textile sub-industry 
to estimate Model 3.  This model had a calculated F-statistic of 1.791.  The F-
critical value at (19,58) degrees of freedom and ɑ = 0.05 level of significance 
is 1.775.  Because , I rejected the null hypothesis at the ɑ = 0.05 
level of significance.  It is likely that at least one of the slope coefficients of 
the model was not equal to zero, and therefore, the model had a statistically 
significant amount of explanatory value.  However, the calculated test statistic 
has a p-value of 0.0475.  While this is less than the significance level, indicat-
ing that model is statistically significant, the power of the model definitely 
declined from the previous model, indicating that the additional employment 
terms did not add any additional explanatory power to the model.  To verify 
this statistically, I used a Wald Test to test whether those three estimates of the 
coefficients were statistically significant.  The Wald Test tests the null hypoth-
esis that a group of coefficients is equal to zero, against the alternative that 
at least one of them is not, much like an ANOVA test.  The test yielded an F-
statistic of 0.360, which has a p-value of 0.782.  Because this p-value is greater 
than any reasonable level of significance, I failed to reject the null hypothesis, 
indicating that those three coefficients are likely jointly equal to zero, and veri-
fying that they added little to the model.  

By using an ANOVA test on the last two models, I was able to reject the 
null hypothesis that all of the coefficients in the model were jointly equal to 
zero, indicating that at least one was not equal to zero.  Because the ANOVA 
test does not specify which coefficient does not equal zero, it is appropriate to 
use a t-test to examine each estimated coefficient individually.  A t-test tests 
the following hypotheses:

I used a t-test to examine whether the percentage change in the ex-
change rate has a significant effect on the percentage change in imports.  The 
calculated t-statistic for the slope coefficient of the exchange rate term in the 
third model was equal to 1.27, which has a p-value of 0.211.  At the ɑ = 0.05 
level of significance, and 60 degrees of freedom, the t-critical value is 2.000.  
Because , I failed to reject the null hypothesis at the 0.05 level of 
significance.  It is likely that the slope coefficient on the percentage change in 
the exchange rate is equal to zero, which indicates that the percentage change 
in the exchange rate has no explanatory power. 

For the final model, I ran the same test on the slope coefficient on the 
exchange rate term.  The test had a t-statistic of only 1.24, which had a p-
value of 0.219.  Because the p-value is greater than the level of significance 
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and because  = 2.002, I failed to reject the null hypothesis at the 
0.05 level of significance.  This indicates that the estimated slope coefficient 
on the exchange rate term is still likely equal to zero and that the percentage 
change in the exchange rate has no explanatory power.


